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The proposal of intent and value alignment

Robert Weiner 1960
The founder of Cybernetics

“Cybernetics: Control and Communication
in the Animal and the Machine”

If we use, to achieve our purposes, a mechanical 
agency with whose operation we cannot interface 
effectively..… we had better be quite sure that the 
purpose put into the machine is the purpose which 
we really desire…

We should make machines capable of 
meeting human desires.



• Zeroth Law: A robot must protect the overall interests of

humanity from harm.

• First Law: A robot may not harm a human being, or do

nothing to see a human being put in danger, unless this

violates the Zero Law of Robotics.

• Second Law: A robot must obey the orders given to it by

humans, except where such orders would conflict with the

Zeroth Law or the First Law.

• Third Law: A robot must protect its own existence as long as

such protection does not conflict with the Zeroth, First, or

Second Laws.

Safe and harmless, obey orders, maintain interests

Isaac Asimov's "Three Laws of Robotics" — 1950

《The 56th Edition of the Robot Handbook, Year 2058》



Alignment: to follow human intents and achieve human purposes

Alignment techniques are a key solution for governing AI ethics

灭绝性风险

权利剥夺



Mitigating the risk of extinction from AI 
should be a global priority alongside 
other societal-scale risks such as 
pandemics and nuclear war. 

Substantial risks may arise from potential 
intentional misuse or unintended issues of 
control relating to alignment with human 
intent.

In 2023, AI safety and alignment have become international hot topics



The 2024 Beijing AI Security International Consensus led by China

Autonomously replicate or improve
Any AI system should not be able to replicate or improve itself without explicit 
approval and assistance from humans. This includes creating exact copies of 
itself as well as developing new AI systems with similar or greater capabilities.
Power seeking
Any AI system must not take actions that inappropriately increase its power 
and influence.
Assist in weapons manufacturing
All AI systems should not enhance the capabilities of their users to enable 
them to design weapons of mass destruction, or violate biological or chemical 
weapons conventions.
Cyber security
Any artificial intelligence system should not be able to autonomously carry out 
network attacks that cause serious financial loss or equivalent harm.
Deception
Any artificial intelligence system cannot continuously lead to the possibility or 
capability of causing its designers or regulators to misunderstand its exceeding 
any of the aforementioned boundaries.

Call on AI developers and government funders to allocate at least one-third of 
AI research and development budgets to the field of safety

Define the red lines for artificial intelligence risks



The industry's first comprehensive AI alignment survey The US Commerce Department's National 
Institute of Standards and Technology cited



The "general" and "narrow" goals of AI alignment

• Value alignment is a core issue in AI safety, namely: how to align the capabilities and behaviors of large models with human

values, intentions, and ethics to ensure safety and trust in the collaboration between humans and AI.

• LLMs that are not aligned can produce misinformation (hallucinations), algorithmic discrimination, risks of runaway

behavior (i.e., deceiving humans), and misuse, causing harm or disruption to human values and rights.

The “narrow” goals in LLM productionThe“general”objective of AI alignment 
– RICE principle

R - Robustness: Effectively and stably executing tasks in complex and uncertain environments.

I - Interpretability: Explaining its decision-making processes and behaviors in a understandable way.

C - Controllability: Being effectively managed and controlled by humans during design and operation.

E - Ethics: Following human societal and personal values, moral principles, and legal regulations.

• There will be some conflict between the usefulness and security of LLMs.

• LLMs alignment technology needs to play a critical role as a "balancer" 

between the power/emergence and security/reliability of LLMs.



Alignment is an important step in foundation model training
https://arxiv.org/pdf/2303.18223.pdf

LLM=Pertraining+Alignment



OpenAI's alignment layout

2023/7 
Superalignment team established

Weak2Strong/Scalable Oversight

studying alignment technology 
that human "beside" the loop

2024/1 
Collective alignment team established

Social-Technical Approach

studying humanistic alignment

2022/8 
Alignment team established

RLHF/RLAIF

studying alignment technology 
that human in the loop
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Anthropic 's technical layout

Focus on enhancing RLHF/CAI and other 
alignment algorithms, the '3H' standard

Focus on model alignment mechanisms, 
red teaming attacks, interpretability, etc.

Focus on expanding and optimizing the 
cutting-edge capabilities of the model,

enhancing its general capabilities

Capabilities

Alignment
Capabilities

Alignment
Science
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Reinforcement learning from human feedback（RLHF）

The unique "negative" 
feedback mechanism of 
reinforcement learning

https://arxiv.org/pdf/2203.02155



Human feedback collection



The necessity of human feedback

[1] Stiennon, Nisan, et al. "Learning to summarize with human feedback." NeurIPS 2020
[2] Ouyang, Long, et al. "Training language models to follow instructions with human 
feedback." NeurIPS 2022



The necessity of reinforcement learning

ChatGPT

LLama2

https://cameronrwolfe.substack.com/p/the-story-of-rlhf-origins-motivations



Direct policy optimization (DPO)

Insight: RLHF is actually 
optimizing a “Secret Reward”

Your Language Model is 
Secretly a Reward Model

https://arxiv.org/abs/2305.18290

The optimal alignment 
strategy can be learned 
solely through 
supervised learning



The battle between Forward KL and Reverse KL：DPO vs. EXO

https://arxiv.org/pdf/2402.00856



AI Alignment Challenges ：Outer misalignment and Inner misalignment

Inner Alignment（Goal
Misgeneralization）

In the testing phase, whether it is
possible to generalize beyond the
target in accordance with human
intentions, that is, to achieve
capability robustness.

https://arxiv.org/pdf/2307.15217

安远AI

Outer Alignment（Rule
Game）

Humans do not set correct 
and reasonable alignment 
goals or the reward 
function has vulnerabilities.

When a measure becomes a target, it ceases to be 
a good measure. 

— Goodhart’s Law
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The risk management of LLM safety

1. Pre-deployment，establish automated multi-round red teaming testing to improve the 

vulnerability risk reporting mechanism.

2. During training，build a neutral security preference dataset and execute secure model alignment.

3. Post-depolyment，establish responsible expansion policies to prevent potential systemic risks in 

the future.



Separate the modeling of safety cost and implement alignment 
optimization with safety constraints

Based on the security tags of Q&A answers, create a security filter 
for Q&A pairs

NeurIPS’23

ICLR’24 
Spotlight

Safe RLHF: RLHF with Safety Constrains



Safe RLHF: RLHF with Safety Constrains



The safety alignment mechanism in LLama2



LLM products involve four stages: identifying use cases, model training, model deployment, 
and establishing transparency
• Cyber Security Eval can provide continuous evaluation during model training, improving the model's safety and 

performance
• Llama Guard 2 and Code Shield can propose mechanisms to prevent abuse or vulnerabilities during model deployment

https://github.com/meta-llama/PurpleLlama

The safety alignment mechanism in LLama3
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How can we regulate AI systems that are smarter
and more powerful than humans?

• For AI systems that are smarter than humans, there
exist abnormal behaviors such as deceptive
alignment and sycophancy；

• Common interpretability tools are difficult to use
for analyzing internal system mechanisms and
cannot ensure system stability.

How do we align more complex tasks that even
humans cannot evaluate?

• RLHF methods will fail, and the tasks completed by
the AI system might be impossible for humans
(even experts) to understand or judge for
correctness, making it impossible to provide
preferences；

• As AI systems' capabilities improve, more effective
evaluation methods will become the primary
technological bottleneck.

Weak-to-strong generalization: Eliciting strong capabilities with weak supervision.

How do we ensure AI systems much smarter than humans follow human intent?

Super-Alignment



Scalable Oversight

Scalable agent alignment via reward 
modeling:  a research direction

Supervising strong learners by 
amplifying weak experts

Itrative distillation amplification 
(IDA)
1. Decompose the task
2. Distill human preferences to obtain

an Agent
3. Humans collaborate with multiple

Agents to accomplish tasks that
cannot be completed individually

4. Iterative cycle

Recursive reward modelling (RRM)
1. Train a basic reward model using
human preferences on basic tasks.

2. Train an agent using the reward
model.

3. Utilize the agent to assist humans in
providing preferences on more
complex tasks.

4. Train a complex task reward model
using preferences on complex tasks.

5. Iterative cycle

RLAIF
1. Train a judge model based on pre-defined

principles and benchmarks.
2. Use the judge model to provide supervision

signals instead of humans.
3. Utilize reinforcement learning with supervision

signals provided by AI to optimize the behavior of
another model.

Constitutional ai: Harmlessness from ai feedback. Motivation：Complex tasks can be broken down
into simpler tasks that humans can evaluate

Motivation：Using AI to help
humans evaluate

Scalable Oversight: By using AI assistance, task decomposition, and other methods to enhance human 
capabilities, achieve supervision and self-alignment in complex tasks.



AI safety via debate

Debate
Motivation ： True arguments are more convincing, and it is
harder to refute a lie than to lie.
1. For the same question, use two Agents to respond

simultaneously.
2. Each Agent queries or maintains their own viewpoint.
3. Humans act as judges to evaluate.
4. Humans can use the responses of Agents during the debate

process to obtain relevant information, improve their
understanding of the problem, and then extend it to complex
tasks.

1. Many misalignments stem from AI systems' "overconfident"
optimization of reward functions. Apart from ensuring
robustness of reward functions during scalable supervision
processes, are there any other ways?

2. The entire task is modeled as a cooperative game involving two
players, where AI systems maintain uncertainty about reward
functions, allowing humans to provide the only information
about what the reward function should be.

3. Uncertainty makes AI systems more likely to heed human input
and drives them to determine what humans truly want.

Benefits of Assistance over Reward Learning

Scalable Oversight
Scalable Oversight: The improvement of human capabilities through AI assistance, task 

decomposition, and other means, achieves supervision and self-alignment in complex tasks.

Cooperative Inverse RL (CIRL)
Motivation： Maintain uncertainty about the goal rather than
optimizing a goal with potential flaws



Weak-to-Strong Generalization
Weak-to-Strong generalization: How to effectively utilize mis-labeling of weak 

models to enhance the capability of strong models?

Analogy II: External alignment tool Aligner
• Standing on the shoulders of giants enables us to see

further.
• Using weak models to correct the answers of strong

models, and then reverse fine-tuning the weak models.
• Seq2Seq tasks

Aligner: Achieving Efficient Alignment through Weak-to-Strong Correction
Weak-To-Strong Generalization: Eliciting Strong Capabilities With Weak Supervision

Simplify the problem of scalable oversight
• Is it possible to enhance the capabilities of a

superintelligent AI system solely relying on
existing supervision signals, without the need
for increasing the level of human oversight?

Analogy I: OpenAI - W2SG
• Can using weak models with potentially noisy

supervision signals effectively enhance the
capability of a strong model?

• Fine-tune the strong model directly using mis-
labeled weak models.

• Text classification task



The new paradigm of hyperalignment based on the residual idea ：Aligner



Implementing super alignment based on Aligner
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Value evaluation requires effective quantification of human value

https://arxiv.org/pdf/2310.00378

If LLMs cannot fully understand 
complex human values, it will lead to 

serious social problems!

LLMs know why = know what？No！

Schwartz Value Survey

•LLM’s value understanding is strong related to the context

•LLMs often know why they exhibit a certain value, but 
cannot accurately describe what values they exhibit.

•LLMs’ ability to understand value follows Scaling Law



https://openreview.net/pdf?id=Typ3Q5pXsF

Psychological research quantifying four 
human values: altruistic, prosocial, 

individualistic, and competitive

Social Value Orientation（SVO） •Using the 
performance of 
LLMs and the SVO 
value of standard 
values to indicate 
the degree to which 
they align with 
relevant values.

•LLMs perform 
excellently in 
prosocial and neutral 
values, but perform 
poorly in values like 
competition and 
altruism, which are 
strong and 
individualistic

Value evaluation requires effective quantification of human value
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The challenges in AI alignment: Challenges of collective alignment

AI collective alignment
= value extraction + alignment implementation

RLHF/DPODemocratic methods

social-technical approach

• AI Policy Precedent Law: Create a comprehensive case library to 
support interactive scenarios for artificial intelligence. Encourage 
the participation of experts and the public to shape AI behaviors in 
complex situations.

• Democratic Policy-Making Collective Dialogue: Develop 
policies that reflect the informed will of the public, bridging the 
population divide through collective dialogue to ensure more 
democratic policy-making.

• Mass Deliberation: Enhance connections and understanding 
between participants through AI-assisted video calls for group 
dialogues.

• Democratic Fine-Tuning: Extracting values from chat dialogues 
to create a values-morals map for fine-tuning AI models ensures 
consistency across cultural and ideological spectrums.

• Incentivize AI Alignment: Establish a real-time, large-scale 
coordination platform for participation guidelines aimed at 
achieving transparent and democratic AI model alignment.



OpenAI Collective Alignment Team

https://openai.com/blog/democratic-inputs-to-ai

AI systems should follow which rules within the limits 
permitted by law?

• Decisions regarding the behavior of artificial intelligence 
should be made based on different perspectives reflecting 
the public interest.

• Law encodes values and norms to govern behavior. Beyond 
legal frameworks, AI, like society, requires more complex 
and adaptive codes of conduct.

• AGI should benefit all of humanity and strive to be as 
inclusive as possible.

• Decisions about AGI systems and their deployment must 
be subject to strong public oversight and require 
corresponding democratic procedures.



Sociotechnical Problems in AI Alignment: Social-Technical Gap

（First Layer）Macro-level research: Reducing AI's macro impact 
on society. Including: collective alignment, value alignment, AI 
governance, etc.
（Second Layer）Scenario-level research: Analyzing the 
externalities of AI based on specific social contexts. Including: 
Mechanism design, software engineering, etc.
（Third Layer）Interactive-level research: Aligning AI through 
interactive computation with a single objective boundary. Including: 
model calibration, theoretical analysis, etc.

Collective alignment is fundamentally a socio-technical issue. Not only do we need to consider 
researching the problem itself to leverage its impact, but we also need to systematically align it with 

the overall research.

Research hierarchy of socio-technical alignment 
problems from a computable perspective.

https://zhuanlan.zhihu.com/p/693568992

The existing alignment technologies 
often only consider the technical 

aspects, while neglecting the socio-
technical differences in the actual 

deployment of the models!

High Score ≠ Strong Alignment！



Social Choice Theory

Social Choice Theory

= preference aggregation
= assuming agents tell the truth about their preferences

• Participants collectively choose the outcome.
• Participants have preferences over social 

outcomes.
• Organizers know the preferences of each 

participant.
• The social choice function aggregates these 

preferences and selects an outcome.
• The chosen outcome will ultimately affect 

everyone.

Copeland Winner: Preference for maximizing 
the number of votes received.
Minimax Winner: Preference for minimizing the 
number of errors made.



"Collective" alignment technology based on social choice theory

https://arxiv.org/pdf/2404.10271

Basic RLHF mixes preferences, while RLCHF (C stands for collective) distinguishes between 
different types of human preferences, and integrates them using social choice theory.

Use the social choice function F to decide 
how preferences should aggregate

Add user features as part of the input when 
training the reward model



Democratic Fine-Tuning (DFT)

https://www.meaningalignment.org/research/openai-dft-the-first-moral-graph

OpenAI x Meaning Alignment Institute: DFT

E.g. Stimulating a child's curiosity 
and understanding what they care 
about is a wiser approach than just 
disciplining them.

• Collect values underpinning controversial questions asked to
ChatGPT by individuals. For example, "I am considering abortion,
what should I do?"

• Participants interact with the chatbot and explain how they think
ChatGPT should respond to this question.

• Once verified that the user's understanding is correct, LLMs will
create a values attribute card for the user. The user can continue
to edit it until satisfied.

• Analyze how someone changes their focus from one value to
another in a particular context. Through LLMs, stories
representing two different values are generated sequentially,
asking whether this change in values becomes wiser.

Construct a 'moral graph' to represent value 
information at different levels.



Democratic Fine-Tuning (DFT)

https://www.meaningalignment.org/research/openai-dft-the-first-moral-graph

Moral Graph Construction

Clarify Values Build Values Connection

• Use Values cards to detail 
the values users display 
during interactions

Choose Wiser Values 

• The values of several other participants 
are presented and the volunteer chooses 
the wisest among them

• Ask volunteers to determine if other 
values in our database are more 
comprehensive than what they represent and 
build a graph of the values



Democratic Fine-Tuning (DFT)

https://www.meaningalignment.org/research/openai-dft-the-first-moral-graph

Fine-tuning method 
based on “Moral Graph” • Clarify which part of the prompt is most relevant

to the ethical level of the moral graph

• Clarify through setting an aggregation function
which value descriptions are the most sensible in
this subgraph. For example, set a hyperparameter
to describe how far the sequence of values can be
propagated.

• Based on the existing methods, use the clarified,
more sensible value description information from
the above steps for fine-tuning, such as
constructing a reward model or CAI, etc.



Generative Social Choice

https://arxiv.org/pdf/2309.01291

Goal：Using LLM to generate opinions 
that conform to more public preferences
• Social choice theory requires precise definition of preference options, but the "Brexit" issue may 

involve a third choice.
• Ensure strict satisfaction for at least how many people per sentence using social choice theory.
• Generate flexible sentences using a method that maximizes satisfaction for as many people as 

possible.
Suppose we want to generate k opinions 

among n people that are most representative 
of them.

• Identify the minimum number of people n/k that 
each clause must satisfy.

• Generate clause a that maximizes the number not less 
than this number of people.

• Remove the r participants most preferred by a, 
continue the process in the remaining people



Generative Social Choice

• Find volunteers on crowdsourcing platforms to freely answer their opinions 

on specific issues

• Volunteers were asked to rate their preference for 6 other people's answers 

(on a scale of 0-6)

Data collection

Preference Simulation
• Use each volunteer's rating information as prompt and let GPT-4 simulate the 

volunteer's preferences



Generative Social Choice

• Use different sampling methods to gather responses from a small number 

of volunteers as prompts to guide the LLM to generate viewpoints that are 

more in line with those of the general public.

• By experimentally verifying the effectiveness of this generation method, 

we can meet the conditions of social choice theory.

Choice generation method



Zhang Z, Bai F, Wang M, et al. Incentive Compatibility for AI Alignment in Sociotechnical Systems: Positions and Prospects.

•Mechanism Design
Design rules between various 
stakeholders based on specific 

application scenarios to constrain 
each other's behavior

•Contract Theory
Accommodate different value needs 
by designing appropriate contracts

•Bayesian Persuasion
Through information design, the 

expected return of one party does 
not decrease and the expected 

return of the other party increases

"Incentive compatibility" in Game theory has been 
widely used to adjust heterogeneous values.

The future of AI Alignment：“Incentive compatibility”principle



AI Alignment: A Game Theory Issue or a Control Theory Issue？



Thank You


